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ABSTRACT 
Activity recognition and tracking of animals in video sequences is the main objective of this work. Each 

video is divided into 200 frames. Histogram of Oriented Optical flow (HOOF) features of size 32 bins are 

calculated for each of these frames and merged for a particular action .K-means clustering technique is 

being applied on these merged feature of size 2000x32 to find out 100 cluster centers each of size 32. 

Distance calculation of HOOF feature for each video sequence of 200 frames with cluster centers is being 

carried out to find the closest cluster centre for a particular action. Feature vector of size 200 is generated 

for each video sequence based on the minimum total distance of all the frames of a video with the cluster 

centers. This feature vector is used to train Support vector machine and K-Nearest neighbors algorithm for 

recognition of four different actions Running, walking, jumping and resting for a particular animal and the 

result of various algorithms involved here are compared based on their performance. 
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I. INTRODUCTION 
Technology has upgraded immensely, such a technology is object tracking in video. Numerous research works 

have been pulled into the technology, which proves to be an important implementation with much more 

advancements researches in computer vision. Video surveillance has availed various applications such as animal 

tracking, video communication, brain-computer interaction, safety and supervision systems, traffic monitoring 

and controlling. In a cluttered scenario, confrontations arise in tracking the target in video surveillance activities. 

Object detecting, classifying, tracking and identifying the various activities are the primary objectives that needs 

to be accomplished while video surveillance [1]. In the starting age of animal activity analysis, some video 

sequences of animals are recorded for a period of time, and then a human observe the video and records the several 

activities of the animals manually. And this is a time consuming task and lots of hard work is required to watch 

the videos and records the activities. To overcome this situation, many researchers have proposed automated video 

processing methods to records the activities of animals. In this paper, we are focusing on some existing techniques 

and our proposed method. 

 

II. LITERATURE REVIEW 
Very few works have been reported to detect animal activities in various scenarios. In previous works, mostly 

manual observations and wearable sensors are utilized to track and record animal activities. Collar-worn 

accelerometers have been used to identify a variable range of activities: commercial gadgets, for example, Whistle 

or FitBark perform fundamental activity level recognition, like resting versus moving and so on. While the work 

by Ladha et al. is able distinguish between a more extensive range of behaviors on dogs (14 exercises and 2 

postures)[2]. Samarasinghe et  al. [3],  collected  the  data  via  direct  observation and  total  840 minutes of 

observation were recorded to analyze various activities. In the work of Biolatti et al. [4], five observer were 

involved for data collection and watching the videos to analyze various activities of captive tigers. Godsk [5]  

Studies on the subject of recognizing cow activities. As a source of dataset, they have used satellite based position 

data. Engelberg  et al.[6] uses GIS data to analyze the dog walking activity with adolescents’ moderate-to-vigorous 

physical activity (MVPA) and BMI, and analyze the correlations of various dogs. They have found that, walkers 

had 7–8% more minutes/day of MVPA than non-dog walkers, and correlates of dog walking were found at 

multiple levels of influence. Soltis  et al.  [7], used wearable accelerometers to identify elephant activity levels 

and body orientation. They have considered 6 elephants to analyze the activity and body orientation. M 

Zeppelzauer  [8]  proposed an  automated technique in his research work  for the identification and tracking of 

elephants in wild life video. He prepare a shading model from videos to detect elephants in wild life videos. Z  He  

et al.  [9] developed a camera sensor called Deer Cam. Important video and sensor data about activities are 

collected by mounting the sensor in animal body. Further, the data are used on various scientific research to 

Bulletin of the Kyushu Institute of Technology - Pure and Applied Mathematics  ||   ISSN 1343-86701

Volume 27, Issue 9, 2024                                          https://kyupeerref.link                                           Page  1



analyze activities. In the work of Y  Iwashita et al.  [10], they have introduces the first-person animal activity 

recognition, A camera is attached with the animal to monitor and understand the behaviors of animal in absence 

of human. S  Pedersen et al.  [11], developed a novel activity sensing system which measures  activity of domestic 

animals. Passive infrared detectors (PID) and a specially designed analogue signal processing interface is used for 

collecting and analyzing data to recognize activities of animals.   

 

III. PROPOSED METHOD 
Algorithm 1: Object Activity Recognition 

Input: Video displaying different animal activity. 

Output: Activity in the video is recognized. 

 

Step1: Capture and categorized video displaying different activity of a tiger. A video must contain only one 

activity. 

Step2: Divide the video into 200 frames and calculate optical flow for each of the frames as explained in section 

3.1. 

Step3: Extract 32 bin size HOOF feature for each frame as explained in section3.2. 

Step4: Combine all the HOOF features for a particular video to generate 32x200 features. 

Step5:10 videos for every action is taken for training purpose. Merge all the HOOF features for a particular 

action to generate TOTAL_HOOF of size 32x200x10. As the number of activities are four, four different 

TOTAL_HOOF are generated. 

Step6: Perform K-Means Clustering on TOTAL_HOOF to find out 100 cluster centre each of size 32 for each 

action. 

Step7: Euclidian Distanceis calculated between cluster centers of TOTAL_HOOF and HOOF of each video to 

find out the nearest cluster centre of size 32 and a feature vector for each action is generated and lable it. 

Step8: SVM [12] and KNN [13] classifiers are usedfor training and testing. 

 

 
Fig. 1.Proposed Methodology 

 

IV. OPTICAL FLOW 
The term “optical flow” refers to a visual phenomenon that we experience every day. Optical flow is the apparent 

visual motion that we experience as we move through the world. Suppose we are sitting in a car or a train, and are 

looking out the window. We will see trees, the ground, buildings, etc., appear to move backwards. This motion is 

optical flow. The goal of optical flow[14] estimation is to compute an approximation to the motion field from 

time-varying image intensity.  Fig. 2 shows optical flow of a Frame. 
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Fig. 2. Optical Flow of one frame 

 

HISTOGRAM OF ORIENTED OPTICAL FLOW (HOOF):  

In our purpose we are extracting the HOOF features [15] from the videos. In Histogram of Oriented Optical Flow 

(HOOF) feature, optical flow is calculated for each frame of the video and then HOOF is calculated for each block 

b in the frame. With respect to the primary angle from the horizontal axis, each flow vector is binned and weighted 

according to its magnitude. Here, primary angle refers to the smallest signed angle of optical vector from 

horizontal axis. All optical flow vectors, v is [x,y]t with direction θ = tan−1(y/x) in the range 
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Where b = √𝑥2 + 𝑦2,1 ≤ b ≥ B,B = total no. of bins, b = bin 

 

Fig.3 Four Bin Histogram formation 

 

Finally the histogram is normalized up to 1 which makes the histogram representation scale invariant. Hence, the 

histogram will not be affected by the distance between object and the camera i.e. the object is at far distance or 

near the camera. Fig 3 shows a four bin histogram formation. Histogram representation is direction independent 

of motion i.e. the histogram will be same whether the object is moving from right to left or left to right direction 
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because of binning with respect to primary angle. If background is stationary, there will be no optical flow, hence 

background subtraction and object segmentation is not required in extraction of HOOF features. Small noisy 

optical flow will have small effect on the histogram as the contribution of optical vector is  
Fig. 4.Optical Flow and 8 bin Histogram projection 

 

V. FEATURE VECTOR GENERATION AND CLASSIFICATION 
10 videos for every action is taken for training purpose. Merge all the HOOF features for a particular action to 

generate TOTAL_HOOF of size 32x2000. As the numbers of activities are four, four different TOTAL_HOOF is 

generated. Perform K-Means Clustering on TOTAL_HOOF to find out 100 cluster centre each of size 32 for each 

action. Euclidian Distance is calculated between cluster centers of TOTAL_HOOF and HOOF of each video to 

find out the nearest cluster centre of size 32 and a feature vector for each action is generated and labeled. 

As the number of actions considered is four, the number of classes of this classification problem will be four. For 

solving the present classification problem two different classifiers namely: Support Vector Machine and K-NN 

classifier are used on the feature vector generated to perform the task of classification. 

 

VI. DATASET PREPARATION 
As the benchmark dataset for this particular task is not available as such, we have prepared a novel dataset for this 

particular experiment. one particular animal species is considered here. the presented datasets are used throughout 

this work to evaluate the proposed approaches. the dataset consists of animated videos as well as realistic videos 

with cluttered background. the dataset contains 4 actions of tiger. i.e. walking, running, jumping, resting. each 

action contains 10 videos of 200 frames. to deal with real life scenario, the dataset collection is done from various 

sources like youtube and google videos and various websites like shutterstock.com. fig.5 shows three sample 

video frames of four different actions: walking, running, jumping and resting. 

Fig. 5 three sample video frames for each of the four different actions. 

 
VII. EXPERIMENTAL RESULT, COMPARISON AND ANALYSIS 
In this section, an evaluation, comparison, and analysis of our action recognition framework is done. Extraction 

of Histogram of Oriented Optical Flow features from each video. Merging of all the features of a particular action 

is done and K-Means Clustering is performed to find the cluster centers. Closest cluster center for each HOOF 

feature sequence of each video is calculated. SVM and K-NN classifiers are used for training and testing. 1600 

frames are used for training a particular action and 400 frames are used for testing the performance. For SVM, 

three different kernels are applied, i.e. cubic, quadratic and linear, and among them cubic SVM performs well 

with 87.5% accuracy. Fine KNN and weighted KNN are used, which shows 92.5% and 75% accuracy respectively. 

Table 1 shows a comparison between various approaches. 
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Table 1.Comparison of various Approaches and HOOF feature 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 6.Confusion matrix for Fine KNN 

 

A confusion matrix represents the recognition accuracy of a classification model over a set of labeled test data.  

The Confusion matrix corresponding to the best performing classifier Fine KNN is shown in Fig.6 

 

VIII. CONCLUSION AND FUTURE WORK 
This research work presents a new efficient classification approach for animal activity recognition. Novel dataset 

for animal action recognition is prepared which can be used for further research. This research investigates 

performance of SVM and KNN with different kernels with HOOF feature for animal activity recognition. Results 

shows that the Fine KNN outperforms the rest kernels in the recognition task of videos taken into consideration.  

Though the research investigates different actions by same animal species, detecting multiple animal activities in 

the same video is out of the scope of this research work, which can be investigated in future. 
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